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Abstract. The evolution in hardware technologies enables scientific computing to advance
incessantly and reach further aims. Many algorithms employed in numerical simulations, par-
ticularly in computational fluid dynamics (CFD), can significantly benefit from using massively
parallel accelerators with high computing capabilities and fast integrated memory. Especially
memory-bound algorithms with low arithmetic intensity, for which the memory bandwidth is
the principal limiting factor [1]. Therefore, the use of graphics processing units (GPUs) in sci-
entific computing has become rather mature, and there are many successful examples in the
literature [2, 3]. However, the integrated memory capacity in GPUs is much smaller than the
traditional off-chip DRAM controlled by CPUs, which becomes an additional constraint.

To take advantage of the hybridization of high-performance computing systems, the comput-
ing subroutines that form the algorithms, the so-called kernels, must be adapted to complex
paradigms such as distributed-memory and shared-memory multiple-instruction, multiple-data
parallelism, and stream processing. This programming complexity encourages the demand for
portable and sustainable implementations of scientific simulation codes [4]. In this line, we pro-
posed in [5] an algebra-based framework for heterogeneous computing as a portable solution for
the scale-resolution of incompressible turbulent flows on unstructured meshes. Briefly, the CFD
algorithm relies on a set of only three algebraic kernels. Thus, the kernel code shrinks to hun-
dreds of lines; portability becomes natural, and maintaining the OpenMP, OpenCL, and CUDA
implementations requires little effort. Besides, we can easily use standard libraries (e.g., cuS-
PARSE of NVIDIA, clSPARSE of AMD) optimized for a particular architecture, in addition to
our specialized in-house implementations.

By profiting from the (spatial) mesh symmetries, we aim at tackling both the bottlenecks
mentioned above at once. Roughly, considering an n-dimensional domain exhibiting p ≤ n
symmetric (by reflection) directions, we build the mesh and the respective discrete differential
operators for only one of the composing symmetric blocks. Then, the scalar and vector fields
involved in the simulation become a set of 2p vectors belonging to a reduced vector space. On
the one hand, this allows for using the sparse matrix-matrix product (SpMM), also known as
sparse matrix-multiple-vector product, which increases the arithmetic intensity with respect to
the classical SpMV: it allows for reusing the coefficients of the sparse matrix. Moreover, the
application of this kernel to symmetric meshes can be combined with the resolution of multiple
transport equations at once (e.g., three components of the velocity in collocated formulations
plus the temperature field). Figure 1 (left) shows the theoretical gain of using SpMM instead of
SpMV. On the other hand, the size of the discrete differential operators (i.e., sparse matrices)
in a ”symmetry-aware” framework is reduced by a factor of 2p. Figure 1 (right) illustrates the
theoretical diminution of memory footprint in the direct numerical simulation of incompressible
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Figure 1: (left) Theoretical gain of SpMM with respect to SpMV as the number of vectors, k,
increases. (right) Theoretical diminution of memory footprint as the number of symmetries, p,
increases.

turbulent flows. Note that this diminution is not directly proportional to 2p because the scalar
and vector fields maintain their original size in this framework, although divided into smaller
blocks. As a result, a symmetry-aware numerical simulation could solve faster the time-step of
a larger simulation.

At the conference, we aim to analyze the theoretical magnitude of these advantages and
contrast them with the obtained results. Besides, we will discuss the application of symmetry-
aware simulations to academic and industrial large-scale simulations.
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