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Abstract

The rapidly growing computational capacity has
made CFD simulations an attractive tool for indoor
environmental applications. The ability of CFD to
perform transient simulations could be incorporated
into model predictive control systems for buildings in
order to correctly reproduce prompt disturbances in
the air field, such as opening doors and windows or
changes in occupants behaviour. In this work, two
characteristic configurations which mimic typical air-
flow patterns inside buildings are studied using dif-
ferent grid sizes and turbulence models. Case one is
a tall turbulent differentially heated cavity and case
two is the turbulent mixed convection in a ventilated
square cavity. The Spearman’s rank correlation coef-
ficient for transient simulations is compared against
computational time for different CFD approaches,
and the possibility of performing real-time simula-
tions is evaluated. Among different turbulence mod-
els studied, the no-model approach with symmetry
preserving discretization has shown the best overall
performance in terms of computational cost and ac-
curacy of the results.

Introduction

The proper function of heating, ventilation and air
conditioning (HVAC) systems has a direct impact on
occupants thermal comfort, which has a big influence
on their productivity and satisfaction. Nowadays the
majority of HVAC systems are mechanical and ac-
count for approximately 76% of the overall energy
consumption in the residential and commercial build-
ings, according to IEA (2008). The rapidly increasing
demand for energy efficiency and the long lifespan of
the buildings makes fast calculation of indoor air dis-
tribution important for a vast number of applications,
including the design of efficient ventilation setups and
model predictive control (MPC) of building HVAC
systems using real-time weather and occupants be-
haviour data.

The air distribution in the buildings can be evaluated
by analytical or empirical models, as well as computer
simulations. The latter allows a high degree of flex-
ibility in addressing the problems, while analytical
and empirical models do not permit to describe in-

door airflow in its full complexity. The main tools
for computer simulations of indoor environments are
the multizone (airflow network) models, zonal mod-
els and Computational Fluid Dynamics (CFD) (Chen
(2009). Multizone models have both the lowest com-
putational cost and the lowest accuracy, while CFD
simulations provide detailed and accurate informa-
tion about indoor air flow at the expense of higher
computational effort.

One of the remaining challenges in CFD for building
simulations is inexpensive turbulence modelling (Li
and Nielsen (2011). Three main approaches to model
transient turbulent flow are Direct Numerical Simu-
lation (DNS), Large Eddy Simulation (LES) and Un-
steady Reynolds Average Navier-Stokes (URANS).
DNS directly resolves all the turbulent flow scales,
which makes it the most accurate and the most com-
putationally expensive method. LES models resolve
only big scales of motion and model the small ones,
while URANS separates the time scales of the mean
flow and models its turbulent fluctuations. LES
models are normally more computationally expensive
than URANS, but both methods have a reduced com-
putational cost compared to DNS.

Wang and Zhai (2012) have investigated the credi-
bility of coarse-grid CFD simulations and optimized
the spacial discretization in order to reduce the to-
tal truncation error. In another study, Wang et al.
(2014) have proposed to use numerical viscosity to
model the effect of turbulence for coarse-grid CFD
which helped to achieve a significant reduction in the
computing speed. Capabilities of CFD to simulate
indoor airflow have also been studied by Kempe and
Hantsch (2017). They performed LES simulations of
a model room with a heat source and concluded that
real-time LES simulations can be carried out with
high accuracy at moderate numerical effort. How-
ever, the possible industrial applications of real-time
CFD simulations for HVAC systems have not been
discussed in details.

Traditionally, CFD simulations of indoor environ-
ment are focused on steady calculations, because the
building dynamics are slow. But at the same time the
airflow inside the building is subject to intermittent
disturbances caused by opening doors and windows,



occupants behaviour, weather changes, etc. The im-
portance of correct caption of such a disturbances is
shown by Choi and Edwards (2011), they have inves-
tigated the effect of human and door motions of the
contaminant transport using transient CFD simula-
tions. For the purpose of building design all these dis-
turbances could be neglected, but they play a major
role in model predictive control applications. Typi-
cally MPC systems have a control horizon range of
4-5 h, with a time step of 1-3 h (Afram and Janabi-
Sharifi (2014)) which is a relatively short time period
in building dynamics scale. In order to develop good
quality models, transient simulations should be car-
ried out, which would help to accurately capture the
process dynamics.

The scope of this paper is to investigate the capabili-
ties of CFD to perform transient simulations of indoor
environment with relatively low computational cost
and adequate accuracy in order to be used in MPC.
Two representative cases were considered, namely a
tall differentially-heated cavity and a ventilated cav-
ity with heated floor. Both cases were tested on a
wide range of computational grid resolutions together
with different LES and RANS turbulence models.
Finally, the possibilities of using transient CFD for
short term thermal behavior prediction in building
are discussed.

Physical problems and governing equa-
tions

Governing equations

The incompressible Navier-Stokes equations for New-
tonian fluid with constant physical properties are con-
sidered. The Boussinesq approximation is adopted to
account for the density variations due to temperature
difference. Thermal radiation is neglected. Under
these assumptions, the governing equations are

∇ · u = 0 (1)

∂u

∂t
+ (u · ∇)u = ν∇2u− 1

ρ
∇p+ βg(T − T0) (2)

∂T

∂t
+ (u · ∇)T = α∇2T, (3)

where u is the velocity vector, t the time, p the pres-
sure, T the temperature, T0 the reference tempera-
ture, ν the kinematic viscosity, ρ the density, g the
gravitational acceleration, β the thermal expansion
coefficient and α the thermal diffusivity. Hereafter,
all the results are presented in the dimensionless form.
The reference values of time, velocity, temperature
and length are specified for each problem separately.

Differentially heated cavity

Air flow inside a tall cavity. driven by the buoyancy
forces is considered in this work. The objective of
this flow configuration is to mimic a highly stratified
turbulent indoor environment driven by the natural
convection. This flow pattern could be found, for

example, in tall building atria with one wall exposed
to solar radiation. Moreover this configuration could
be used as a simplified model of a complete building.
This flow configuration is difficult to resolve correctly
using other building modelling tools.

Figure 1: Geometry definition of the differentially
heated cavity case (left) and the mixed convection in
a ventilated cavity case (right).

The cavity has a height aspect ratio of Ah = H/L =
3.84 and a depth aspect ratio of Ad = D/L = 0.86
(Figure 1). The Prandtl number corresponds to air
and is equal to Pr = ν/α = 0.71, where α is the
thermal diffusivity and the Rayleigh number (based
on the cavity height) is Ra = gβ∆TH3/(να) = 1.2×
1011, where ∆T is the temperature difference, Th−Tc.
This configuration resembles the experimental set-up
performed by Saury et al. (2011).

Two opposite vertical walls of the cavity in the x di-
rection are maintained at uniform but different tem-
peratures Th = 0.5 at x = 0 and Tc = −0.5 at x = L.
The temperature at the rest of the walls is given by
the ”Fully Realistic” boundary conditions proposed
by Sergent et al. (2013), which are time independent
analytical functions based on the experimental data.
No-slip boundary condition is imposed on the walls.
Zero values for all the variables are imposed for this
test case as an initial condition.

For this test case the reference length is H
and the reference time, velocity and temperature
used for the dimensionless form are, respectively,
Ra1/2H2α−1, Ra1/2(α/H),∆T .

Table 1: Computational grids used for the simulations
of the differentially heated cavity case.

Case Nx Ny Nz Ntotal

M1 8 30 4 9.60× 102

M2 10 40 6 2.40× 103

M3 12 50 8 4.80× 103

M4 14 60 10 8.30× 103

M5 18 80 12 1.73× 104

M6 24 100 16 3.84× 104

M7 30 120 20 7.20× 104

M8 40 150 24 1.44× 105

M9 50 180 30 2.70× 105

M10 70 240 40 6.72× 105

M11 100 320 40 1.28× 106

REF 140 500 70 4.90× 106



Eleven different structured grids have been used in
the numerical tests and are detailed in Table 1. All
the grids are Cartesian, uniform in the vertical (y)
and spanwise (z) directions and refined near the walls
using a hyperbolic tangent function in the horizontal
(x) direction with the concentration factor γx = 2.

Mixed convection in a ventilated cavity

The second test case considered in this paper is a
3D ventilated cavity with heated floor. This con-
figuration was first studied experimentally by Blay
et al. (1992) and later numerically by Ezzouhri et al.
(2009). The geometry of the studied cavity is shown
in the Figure 1. The height aspect ratio of the cav-
ity is Ah = L/L = 1 and the depth aspect ratio
is Ad = D/L = 0.3. The cold air with parameters
Tc = −0.5, Uin = 1 enters through the long thin in-
let slot with an aspect ratio Ain = Lin/L = 0.017
at the top of the left wall of the cavity and is dis-
charged through the outlet slot with and aspect ratio
Aout = Lout/L = 0.023 at the bottom of the right
wall of the cavity. Bottom wall is maintained at the
hot temperature Th = 0.5, while three other side walls
are kept at the cold temperature Tc = −0.5. Front
and rear walls are adiabatic.

The cavity is filled with air with Pr = 0.71, Rayleigh
number based on the cavity height is equal to Ra =
2.4 × 109 and the Froude number based on the in-
let height is equal to Fr = Uin/

√
gβ∆TLin = 5.24.

The inlet velocity profile is parabolic in vertical y di-
rection with respect to the measured velocity profile
and uniform in the normal z direction. At the outlet,
convective boundary conditions are imposed for the
velocity and pressure and zero-gradient is imposed for
the temperature. No-slip boundary condition is ap-
plied on the solid walls. The initial conditions for this
case are: uini = 0, pini = 0 and Tini = Tc.

In this test case, the reference values used for
non-dimensionalizing are the length L, the time
Uin/L, the velocity Uin and the temperature (T −
Tmean)/∆T , where Tmean is the mean temperature
equal to (Th + Tc)/2.

This configuration is very important for indoor envi-
ronmental applications. Apart from representing the
typical ventilated room with thermal exhausts com-
ing from its lower part, it is also a vivid example of the
flow solution multiplicity. At the certain inlet velocity
the main air vortex could move clockwise or counter-
clockwise as was observed in Ezzouhri et al. (2009).
This phenomenon cannot be correctly reproduced by
either zonal or multizone models, while correct solu-
tion of the flow is crucial for the correct design of the
HVAC systems.

Eleven different structured grids detailed in Table 2
have been used for this test case. All grids are uni-
form in the spanwise (z) direction and zones of inlet
(Nin) and outlet (Nout) only in vertical (y) direction.
In the horizontal (x) direction and the main zone of

the vertical (y) direction grids are refined near the
walls using a hyperbolic tangent function with the
concentration factors γx = 1.5 and γy = 2.

Simulations for both cases are carried out for 25 non-
dimensional time units. which was found to be long
enough for capturing the transient flow dynamics.

Table 2: Computational grids used for the simulations
of the mixed convection case.

Case Nx Ny Nz Nin Nout Ntotal

M1 10 10 4 2 3 6.00× 102

M2 15 20 4 2 3 1.20× 103

M3 20 25 4 2 3 2.40× 103

M4 25 25 6 3 4 4.80× 103

M5 30 25 10 3 4 9.60× 103

M6 40 32 12 3 5 1.92× 104

M7 45 40 16 4 6 3.60× 104

M8 60 48 20 4 8 7.20× 104

M9 75 64 24 6 10 1.44× 105

M10 96 80 30 8 12 2.88× 105

M11 120 94 40 10 16 5.76× 105

REF 150 120 50 20 20 1.20× 106

Numerical methods

Two different software have been used to perform the
simulations: OpenFOAM (Weller et al. (1998)) for
unsteady RANS approach and TermoFluids software
(TermoFluids S.L. (2019)) for LES turbulence mod-
els. Both software use finite-volume discretization on
collocated grids.

Reynolds-averaged Navier-Stokes approach

The RANS approach is based on time-averaged fil-
tering of the governing equations 1- 3. It calculates
statistically-averaged (Reynolds-averaged) variables
and approximates the turbulence fluctuation effect on
the mean flow using different turbulence models.

Unsteady RANS (URANS) models are developed by
separating the time scales of the mean flow and the
turbulent fluctuations. In this work URANS simula-
tions are performed using the OpenFOAM (Weller
et al. (1998)) software using transient ”buoyant-
BoussinesqPimpleFoam” solver for buoyant, turbu-
lent flow of incompressible fluids to solve pressure-
velocity linkage in means of Boussinesq approxima-
tion and PIMPLE algorithm.

RANS eddy-viscosity models are based on the resolu-
tion of turbulent viscosity by means of two different
turbulent quantities: the turbulent kinetic energy (k)
and another turbulent quantity related to its dissipa-
tion. In case of k− ε family of models it is dissipation
rate of turbulent kinetic energy (ε), and for k − ω
models it is turbulent kinetic energy dissipation (ω).

Based on the findings of Morozova et al. (2018)
and Zhai et al. (2007), the k−ε turbulence model was
chosen for transient simulations of indoor airflow. For
steady calculations k− ε model has shown the small-
est computational cost and the most accurate results



among all tested RANS models.

Large Eddy Simulation approach

A different approach for turbulence modelling is LES,
where the large scale of turbulent motions are re-
solved, whereas the effects of the smallest-scale mo-
tions are modelled by means of a subgrid-scale (SGS)
model. The spatial discretization in LES simulations
is carried out using a symmetry preserving discretiza-
tion on structured collocated Cartesian grids (Trias
et al. (2014)). Pressure and velocity coupling is solved
using a fractional step method. LES simulations are
carried out using the in-house CFD code Termofluids.

A one-parameter fully explicit second-order one-leg
temporal discretization scheme (Trias and Lehmkuhl
(2011)) is used for time integration. Based on the
recommendations by Morozova et al. (2018) and Zhai
et al. (2007), LES-WALE SGS model and no-model
approach are chosen for further tests.

In WALE subgrid scale model, the calculation of the
eddy-viscosity is based on the square of the velocity
gradient tensor, which takes into account the shear
stress tensor as well as the rotation tensor. Both LES-
WALE and no-model approaches have shown a good
trade off between computational cost and accuracy
comparing to other LES models.

Results and discussion

This section is dedicated to presentation of the simu-
lation results, their convergence and the discussion on
the feasibility of transient CFD simulations of the in-
door environments. Results of CFD simulations with
different turbulence models and grids sizes are pre-
sented and discussed.

The feasibility of CFD to perform transient or steady
simulations of indoor environment is always a com-
promise between the computational cost and accu-
racy. HVAC applications normally have very limited
computational resources available. Moreover, simula-
tions normally need to be carried out for each build-
ing individually. Despite the high computational cost,
CFD could offer many advantages which other build-
ing simulation tools do not possess. The ability to
perform transient simulations is one of the most in-
teresting advantages.

In building simulations, the overall accuracy of the
simulations is more important than correct predic-
tion of the airflow parameters in an specific location.
In order to evaluate the overall accuracy of the sim-
ulations, four global quantities have been chosen for
comparison: average kinetic energy (Eq. 4), average
enstrophy (Eq. 5), average Nusselt number at the hot
wall (Eq. 6) and the average temperature at the cen-
ter of the cavity. Average Nusselt number and tem-
perature represent the thermal properties of the flow,
average kinetic energy is used to quantify the overall
level of motion and average enstrophy corresponds to
dissipation effects in the fluid. The global quantities

are defined as follows:

E =

∫
V

u2

2
dV (4)

Ω =

∫
V

ω2dV (5)

Nu =

∫ H

0

∂T

∂x
dy

∣∣∣∣
x=0

, (6)

where V is the volume of the cavity and ω = ∇× u
is the vorticity.

The quality of transient simulations is investigated
using Spearman’s rank correlation coefficient rs,
which is a measure of rank correlation. Spearman’s
rank correlation shows monotonic nonlinear relation-
ships between two functions, the values of the coeffi-
cient fluctuate between 1 (perfectly correlated values)
and −1 (perfectly uncorrelated values) and are calcu-
lated using equation 7:

rs =
Σi(ai− < a >)(bi− < b >)√

Σi(ai− < a >)2Σi(bi− < b >)2
, (7)

where ai, bi are the i-th members of the compared sets
of data and < a >,< b > are the mean values of the
same sets of data.

All simulations are preformed using AMD Opteron
2350 processor machine with 24Gb/s memory band-
width. The number of CPU cores, used for the paral-
lel simulations varies between 1 and 32. This was
done in order to speed up the computational pro-
cess. But later the simulation time was rescaled to
Intel Core i7-8700K processor with 6 CPU cores and
41.6Gb/s memory bandwidth. Since this processor is
widely used in modern workstations. However sim-
ulations could be performed either on conventional
office workstation or on the cloud platforms.

The behaviour of the solvers has been assumed to be
ideal, so simulations are rescaled using linear depen-
dencies of processors memory bandwidth, number of
CPUs and number of nodes. Rescaled target time,
ttgt is calculated as follows:

ttgt = tref
BWref

BWtgt

CPUref

CPUtgt

NODEref

NODEtgt
, (8)

where tref , ttgt are the reference and target
computational time, BWref , BWtgt the reference
and target processor bandwidth, CPUref , CPUtgt

the reference and target number of CPUs and
NODEref , NODEtgt are the reference and target
number of nodes respectively.

The indicator to evaluate the performance of the
solvers is the time ratio R = twc/tphy between the
wall-clock time for the computation, twc, and physi-
cally simulated time, tphy. A simulation is faster than
real-time when R < 1.

In the field of model predictive control for buildings,
the simulation time plays a crucial role in the con-



troller performance. The control horizon range nor-
mally varies between 4 to 5 hours. This value refers
to the length of the time for which the control sig-
nal is computed. A typical time step for MPC sys-
tems is around 1 to 3 hours (Afram and Janabi-Sharifi
(2014)). Therefore, it could be inferred that the CFD
simulations for MPC should be at least 5 times faster
than real-time (R ≤ 0.2), in order to be able to pre-
dict the airflow parameters 5 hours ahead of the time
with 1 hour time step (the worst case scenario).

In the next two subsections results of the two afore-
mentioned test cases are discussed in details using the
methodology presented above.

Differentially heated cavity

For the differentially heated cavity case three global
quantities were considered: average Nusselt number
on the hot wall (Eq. 6), average kinetic energy (Eq. 4)
and average enstrophy (Eq. 5). Simulation results are
compared to the LES results on a fine grid (REF
mesh in Table 1) due to the lack of transient ex-
perimental or DNS results. Time evolution of these
quantities is shown in Figures 2-4 (top). The time
evolution is plotted for mesh M4 with no-model ap-
proach, M5 for LES-WALE and M1, M11 for URANS
k−ε. In Figures 2-4 (bottom) the Spearman’s correla-
tion coefficients of these quantities are plotted against
the computational time ratio R in logarithmic scale.
Each point of the graph represents a mesh from Ta-
ble 1. Thick horizontal dash line separate the area
within 15% error from the value of perfect correla-
tion (rs = 1).
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Figure 2: The time evolution of the average Nusselt
number on the hot wall (top) and its Spearman’s rank
correlation coefficient for different grids and turbu-
lence models against the time ratio R (bottom) for
the differentially heated cavity case.
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Figure 3: The same caption as Figure 2, but for the
kinetic energy and differentially heated cavity case.

Nusselt number (Figure 2) is the fastest quantity to
converge to steady state. The development of the
quantity starts with the drop to the minimum value at
the time tphy ≈ 3 then at the time tphy ≈ 6 the max-
imum peak is observed. LES and no-model cases be-
have similar to the reference solution and tend to con-
verge towards perfect correlation. However, URANS
model shows negative correlation due to the fact its
transient behaviour is completely different from that
of LES. The no-model approach shows the best cor-
relation for Nu, meanwhile URANS k−ε model gives
correlation with negative tendency.

Kinetic energy (Figure 3) is reaching its maximum at
time tphy ≈ 14 for LES and no-model cases, while
for the URANS simulations the maximum appears
earlier at tphy ≈ 8. Then, all the approaches are
smoothly converging to the statistically-steady val-
ues. LES and no-model approach show very good
correlation tendency at the mesh resolution M5 and
M4, respectively, and on finer grids. On the other
hand, URANS again exhibits negative correlation be-
cause of the early peak.

Enstrophy (Figure 4) is showing a behaviour similar
to the kinetic energy. Reference simulation has two
peaks at tphy ≈ 4 and tphy ≈ 12 and a minimum at
tphy ≈ 9. URANS results for mesh resolution M11
predict only the first peak, while the second peak
is almost dissipated. LES and no-model approaches
show very good transient correlation with the mesh
resolution M5 and M4, respectively, and finer. How-
ever, URANS approach does not correlate well even
thought it shows a positive tendency.

In overall for the differentially heated cavity test case,
the no-model approach gives the best transient corre-
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Figure 4: The same caption as Figure 2, but for the
enstrophy and differentially heated cavity case.

lation at the coarsest mesh resolution (M4) with time
ratio R ≈ 1 close to the real-time simulation.

Mixed convection

For this simulation three global quantities are con-
sidered: average kinetic energy (Eq. 4), average en-
strophy (Eq. 5) and temperature at the center of the
cavity. Time evolution of these quantities is presented
in Figures 5-7 (top) and their associated Spearman’s
correlations are plotted against the time ratio R in
Figures 5-7 (bottom). Again, LES results on a fine
grid (REF mesh in Table 2) is used as reference.

Average temperature at the center of the cavity is
a highly fluctuating quantity and it is difficult to
predict its transient evolution (Figure 5). However,
unlike LES, URANS and no-model approaches show
smooth temperature profile that rapidly converges to
a statistically steady state value. Two different pat-
terns of transient behaviour explain the low values of
correlation coefficients which almost do not depend
on the mesh resolution.

Time evolution of kinetic energy for the mixed con-
vection is easier to predict than temperature (Fig-
ure 6). The first peak value is reached at time
ttphy ≈ 10 and the second peak appears at tphy ≈ 20.
LES and no-model simulations repeat both peaks and
show a good level of correlation. URANS approach
also successfully predicts both peaks, but with a time
shift of approximately 2 time units. For kinetic en-
ergy of the mixed convection test case all three tested
approaches show a good transient correlation.

The behaviour of the time evolution of the enstrophy
is predicted well by LES and no-model simulations
(Figure 7), meanwhile the predictions of URANS
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Figure 5: The same caption as Figure 2, but for the
temperature at the center of the cavity and mixed con-
vection case.

are very different. URANS is converging smoothly,
while other approaches show peaks at tphy ≈ 12 and
tphy ≈ 21. This is illustrated by the low values of the
correlation coefficient for URANS models.

Despite the fact that this test case is less turbulent
than the previous one, it is more challenging to solve
because of the hypothetical backwards flow at the
outlet and two possible directions of the main vor-
tex rotation. The complexity of the physics of the
problem explains the obtained results. For this test
case, LES approach gives the best transient correla-
tion at the lowest mesh resolution (M7) with time
ratio R ≈ 23.

Potential of accessing transient CFD simula-
tions for MPC applications

As mentioned, in order to incorporate CFD simu-
lations into building energy control systems, they
should be at least 5 times faster than real-time (R ≤
0.2). At the same time they should be performed us-
ing office workstation computers. The required sim-
ulation accuracy highly depends on the controlled
building’s function. Civil buildings like offices or res-
idential buildings have a bigger range of acceptable
air parameters than, for example, hospitals or server
rooms. It could be assumed that 15% error in the pre-
diction of the transient evolution of global quantities
is sufficient for civil buildings applications.

With the current computational power it is not possi-
ble to incorporate CFD simulations into MPC system
of a building. However, taking into account the law
of growing processors capacity proposed by Moore
(1965), the time in which transient CFD applications
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Figure 6: The same caption as Figure 2, but for the
kinetic energy and mixed convection case.

would be available for building control purposes could
be estimated (Figure 8). The Moore’s law states that
the number of transistors in a dense integrated circuit
would double in about every 18 months.

The required mesh resolution and the computational
resources for different test cases vary significantly.
For a closed system like the differentially heated cav-
ity test case, good temporal correlation for the mesh
with 8.30 × 103 control volumes with required time
ratio (R ≤ 0.2) could be achieved within the next
5 years. However, an open system like the mixed
convection case needs a spatial resolution of at least
3.60 × 104 control volumes to perform correct tran-
sient simulations, which postpones the availability to
withing the next 10 years.

Conclusions

Transient CFD simulation is a promising tool for
MPC systems in buildings since it provides the user
with a complete set of airflow parameters at every
point of the building or room.

In this work two test cases have been studied using
three different turbulence models in order to inves-
tigate the feasibility of transient CFD simulations
for indoor environment. The Spearman’s rank cor-
relation coefficient is used to determine the quality
of transient simulations and the time ratio is used
for its computational cost evaluation. The no-model
approach predicted global quantities transient corre-
lation with less than 15% error with the time ratio
R ≈ 1 (mesh M4 in Table 1) for the differentially
heated cavity case and with R ≈ 54 (mesh M8 in
Table 2) for the mixed convection case. LES-WALE
model has shown time ratios of R ≈ 1.5 (mesh M5
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Figure 7: The same caption as Figure 2, but for the
enstrophy and mixed convection case.
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Figure 8: Potential availability of transient CFD sim-
ulations on office workstation computers for MPC
systems over the next years.

in Table 1) and R ≈ 23 (mesh M7 in Table 2) re-
spectively. URANS k − ε model has not shown good
transient correlation for any of the cases.

Turbulence modelling in coarse grid CFD simulations
is not very beneficial. LES and no-model approaches
have shown similar accuracy of the results, while the
no-model approach has an approximately 10% lower
computational cost. URANS has shown the lowest
computational cost for the coarse grids, however, it
increases exponentially for finer grids due to the large
number of iterations of the pressure solver. Moreover,
URANS approach failed to predict the transient evo-
lution of the airflow correctly.

Nowadays it is not possible to use transient CFD
simulations for MPC systems of the buildings. How-
ever, with the rapidly growing computational capac-
ity, CFD would be feasible for control purposes on
office workstations within the next 5 years for closed
systems and withing 10 years for open systems.

The main direction of the future work is to opti-



mize the numerical algorithms of CFD simulations
using GPU acceleration and to improve the numer-
ical stability using a staggered symmetry-preserving
discretization approach. The investigated test cases
are of simplified geometry and do not take into ac-
count the effects of solar radiation, occupants be-
haviour, equipment heat emissions, etc., but for the
future work more complicated cases will be consid-
ered. One more interesting idea for the future work
is to develop a machine learning system of training
CFD simulations on previously-run data sets. This
could improve the predictions quality as well as re-
duce the computational cost.
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